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“STOCHASTIC PROCESSES” — HOMEWORK SHEET 13

Given a continuous square integrable martingale M and a process H € £?(P ® d(M)) we denote the
stochastic integral of H with respect to M either

He M or /HdM or /HSdMS

Exercise 13.1. Let M € M? o € Rand G, H € L?(P ® d(M)). Show that
o (aH+G)eM=aHeM+GeM;
o (g H)eM=HeM™ = (HeM).
For M, N € M?2, we define the co-variations (M, N) of M and N by means of the polar formula

(M + N)— (M — N)
4

(M, N) =

which is a continuous process of bounded variations — not necessarily increasing.

Exercise 13.2. Show for G, H € S and M, N € M? that it holds

([ Gast) = [ czaon,

</GdM,/HdN> :/Gsd<M,/HdN>S
z/GsHsd(M,N>S
Always with G, H € S, and the Doob-Meyer decomposition, follows the chain rule
/G(HOM):/GHdM

Exercise 13.3. Let M € M?2. We know from the Doob-Meyer decomposition that
M? = M + (M)

for some martingale M. Show using Ito’s formula that

M:z/Mdes

Exercise 13.4. Let B be a Brownian motion.



o Show using Ito’s Formula that the process X given by
X, = e*/? cos (By)
is a martingale.

o Consider the following stochastic differential equation
dXt = Xt (/J/tdt + O'tdBt) 5 XO =1

where py and o, are uniformly bounded progressive processes and o, > € > 0 for every t. Show
using Ito’s formula that it has a solution given by

t t

1

X, =exp / (us — 205) ds + /O‘SdBS
0 0

e Using the previous point show that

t t
1
X; =exp —g/afds—i—/asst
0 0

is a martingale.

e Consider the following stochastic differential equation
dXt = —GXtdt + O'dBt, Xo =Z

for 8,0 > 0. This stochastic differential equation describes exponential convergence to 0. Show
that it has a solution by considering the process U; = %' X,.

Exercise 13.5. Let B be a Brownian motion on a filtrated probability space and for a fixed time horizon
T € Ry, let f:[0,T] — [0,T) be a measurable function — note that f is deterministic, that is do not
depend on the state w € Q) — such that

T
E /ffdt < oo.
0

For0<a<b<T,define

b
Ja,b:/fsst-

a) Show that J, p is well defined, and normally distributed N (j1, o) where'

b
uw=0 and 02:/fs2ds

The case where I ab f2ds = 0 being a trivial case where the distribution has 0 variance and point mass 1 at 0.



b) Show further that for0 < a < b < ¢ < d < T, the random vector (Ja,b, Jc)d) is a Gaussian vector,
that is, every linear combination
aJa,b + /BJc,d

is normally distributed for every choice of a, 5 € R — the case where o« = 3 = 0 being the previous
trivial case with point mass 1 at 0. Show finally that J, y, is independent of J. q.

Hint: Show first the case where f is piecewise constant. Then approximate f by a sequence (™) of
piecewise constant functions and shows that it converges to the good distribution.

Exercise 13.6 (Difficult). A function f : D C R — R is called locally Holder continuous of order «
at x € D if there exists § > 0 and C > 0 such that |f(z) — f(y)| < Clz — y|* for all y € D with
|z — y| < 4. A function f : D C R — R is called locally Holder continuous of order «, if it is locally
Holder continuous of order o at each x € D.

a) Let Z ~ N(0,1). Prove that P||Z] < ¢] < € forany e > 0.

b) Let B be a Brownian motion (without the assumption that it has continuous paths). Prove that for
any « > 1/2, P-almost all path of the Brownian motion B are nowhere on [0, 1] locally Holder-
continuous of order a.

Hint: Take any M € N satisfying M (« — 1/2) > 1 and show that the set

{w: t = By(w) is locally Hélder continuous at some t € [0,1]}

< 01}
na

¢) The Kolmogorov-Centsov theorem states that any process X on [0, T'] satisfying

is contained in the set

Jun n N {Bk+j—B,C+i_1

n
cCeNmeNn>m k=0,....n—M j=1,....M

E|X, - X" | <Clt—s"™, 0<st<T
where v, 8,C > 0, has a version which is locally Hélder-continuous of order o for all o < 3/7.

Use this to deduce that Brownian motion has for every o < 1/2 a version which is locally Holder-
continuous of order o.
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